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1 Introduction

P systems with active membranes [2] are parallel computation devices inspired
by the internal working of biological cells. Their main features are a hierarchy of
nested membranes, partitioning the cell into regions, and multisets of symbol-
objects describing the chemical environment. The system evolves by applying
rules such as non-cooperative multiset rewriting (i.e., objects are individually
rewritten), communication rules that move the objects between adjacent regions,
and membrane division rules that increase the number of membranes in the
system. The membranes also possess an electrical charge that works as a local
state, regulating the set of rules applicable during each computation step. The
rules, in turn, may change the charge of the membrane where they take place.

In order to solve computational problems one usually employs polynomial-
time uniform families of P systems with active membranes, consisting of a P sys-
tem [T, for each input length n (as for Boolean circuits) and a single Turing
machine constructing I1,, from n in polynomial time. The actual input is then
encoded as a multiset of objects, and placed inside an input membrane of I7,,.
The space required by a family of P systems (in terms of number of membranes
and objects) for solving a decision problem can then be analysed as a function
of n. It is already known that polynomial-space P systems and polynomial-space
Turing machines are equal in computing power [3], but the proof of this result
does not generalise to larger space bounds. In this paper we show the key ideas
needed in order to prove the exponential-space analogue of that result by directly
simulating deterministic exponential-space Turing machines using P systems.

For the full technical details of the results presented here we refer the reader
to the paper “The computational power of exponential-space P systems with
active membranes” [1] by the same authors.



2 Simulating Turing machines

We describe how deterministic Turing machines working in exponential space
can be simulated by P systems by means of an example. Let M be a Turing
machine processing an input = of length n = 2 and requiring 2" = 4 auxiliary
tape cells (the total length of the tape is then 6); assume that the alphabet of M
consists of the symbols a and b. Suppose that the current configuration C of M
is the one depicted on the left of the following picture, and that the transition
it performs leads it to the configuration C’ on the right. In the picture, the tape
cells of M are identified by a binary index.
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We encode the configuration C of M as the following configuration of the P sys-
tem I7 simulating it:

[02 01 00]0 [02 0, 10]0 [02 14 00]0 [02 1 10]0 [12 0, 00]0 [12 01 10]0
b b a b L L
t t t t t t
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In this picture, the label of a membrane is indicated at its lower-right corner,
while its electrical charge (+, 0, or —) is at its upper-right corner. The symbols
located inside the membranes represent the objects in the configuration of II.
The P system, beside its external membrane s, possesses 6 membranes la-
belled by ¢ (called the tape-membranes) corresponding to the tape cells of M;
each tape-membrane contains 3 subscripted bit-objects encoding the index of
the corresponding tape cell (the subscript represents the position of the bit in
the index; for instance, the presence of bit-object 1 indicates that 1 is the least
significant bit). Furthermore, each tape-membrane contains an object represent-
ing the symbol written in the corresponding tape cell of M, where L represents
a blank cell. Only one tape membrane is part of the initial configuration of IT,
as it can be at most polynomial in size; the other ones are created by membrane
division during an initialisation phase of I, before simulating the first step of M.
A state-object q represents the current state of M; this object will also reg-
ulate the simulation of the next step of M. The position of the tape head is
encoded in binary as the electrical charges of the membranes 0, 1,2 (the position-
membranes); the label of each membrane represents the position of the corre-
sponding bit, while its charge the value of the bit: a neutral charge represents a 0,
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and a positive charge a 1. In the example above, the charges of membranes 2,1, 0
are 0,0, 4, encoding the binary number 001 (decimal 1).

Finally, the auxiliary membranes labelled by a, b, (the symbol-membranes)
in the lower-right corner correspond to the tape symbols of M, and are used in
order to read the symbol on the current tape cell.

The following picture shows how the next step of M is simulated.

[02 01 00]0 [02 01 10]0 02 14 00]+ [02 14 10]0 [12 01 00]0 [12 01 10]0
b t b t a/\k ¢ b t U U
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First, the object ¢ nondeterministically guesses a tape-membrane ¢ (all such
membranes are indistinguishable from the outside) and enters it (thick arrow
in the picture) while changing the charge to positive. The change of charge en-
ables the bit-objects inside it to move to the corresponding position-membranes
(along the thin arrows), where their values are compared to the charges of the
membranes; this allows us to check whether the tape-membrane we guessed is
indeed the one under the tape head of M. In the mean time, the object a is sent
to the corresponding symbol-membrane (dashed arrow) in order to change the
charge to positive.

Since in the example the tape-membrane that was chosen is not the correct
one, an error-object is produced by one of the mismatched position-bits, and the
configuration of I is restored to the initial one, with the following exception:
the charge of the tape-membrane is set to negative, so it will not be chosen
again. The P system then proceeds by guessing another tape-membrane among
the remaining (neutrally charged) ones. After a number of wrong guesses, the
configuration of IT will be similar to the following one.

[02 0, 00] [02 0, 10]0 [02 1 00] [02 1 10]0 [12 0, 00] [12 0, 10]0
b t b t a t b t U t U t
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When the tape-membrane corresponding to the current cell of M is finally
guessed, we can perform the actual simulation of the computation step (updating
the position of the head, the symbol on the tape, and the state of M). The state-
object may first read the tape symbol by looking at the only positively charged
symbol-membrane; it can then update the charges of the position-membranes
(from the least to the most significant bit) in order to increment or decrement
the binary number they encode, produce the new tape symbol (b in the example)
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and finally rewrite itself as the new state of M (¢’ in the example). The charges
of all tape- and symbol-membranes are also reset to neutral by using auxiliary
objects. The configuration of IT corresponding to the new configuration of M
thus becomes the following one.

[02 01 00]0 [02 0, 10]0 [02 14 00]0 [02 14 10]0 [12 0, 00]0 [12 01 10]0
b a a b L U
t t t t t t
0 + 0 / 0
B! ‘ C

Now the P system continues simulating the next steps of M, until an accepting
(resp., rejecting) state is reached; when this happens, the P system produces
a YES (resp., NO) object that is sent out from the outermost membrane as the
result of the computation.
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3 Conclusions and open problems

The simulation described in the previous section can be carried out by a poly-
nomial time uniform family of P systems with active membranes operating in
space O(s(n)log s(n)), where s(n) is the space required by the simulated Turing
machine on inputs of length n. Since an analogous result holds in the opposite di-
rection [3, Theorem 5], the two classes of devices solve exactly the same decision
problems when working withing an exponential space limit.

The techniques employed here do not carry over to the simulation of super-
exponential space Turing machines, since they would require a super-polynomial
number of subscripted objects in order to encode tape positions; this amount of
objects (and their associated rules) cannot be constructed using a polynomial-
time uniformity condition. Novel techniques will be probably needed in order
to prove that the equivalence of Turing machines and P systems also holds for
larger space bounds.
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